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MXNAEDOEE The need for more human-friendly intelligent systems has been brought by rapid
(Z£30) increase of aged societies, floods of multimedia information over the WWW,

development of robots for practical use and so on. Among the various information
media, natural language is the most important for ordinary people because it can
convey the exact intention of the sender to the receiver due to its syntax and
semantics common to its users, which is not necessarily the case for another
medium such as gesture. Over several decades, a considerable number of
meaning/knowledge representation methods have been proposed and applied to
natural language understanding systems. Most of the conventional approaches
are based on the verb-centered case theory, where sentence meaning
representations are generated by the top-down process filling the case slots of
verbs. This method

has brought a fair degree of success in well-contrived task fields. However, the
top-down process will not be so successful in the general domain where the
number of cases cannot be limited. Moreover, restriction of task domains has often
resulted in ad hoc mixture of syntactic and semantic processing, which prevents
the systems from generalization. Therefore, a general purpose system should be
provided with a certain bottom-up text interpreter consisting of syntactic and
semantic processors with a good modularity.

Yokota, M. et al have proposed a semantic theory of natural language based on an
omnisensory image model, so called, ‘Mental Image Directed Semantic Theory
(MIDST)’. In the MIDST, the concepts conveyed by such syntactic components as
words, phrases, clauses and so on are associated with mental imagery of the
external or physical world and formalized in an intermediate language ILmd
(Language for mental image description). The Lmd is employed for many-sorted
predicate logic with five types of terms. The most remarkable feature of Lma is its
capability of formalizing natural concepts of temporal and spatial changes such as
the verb concepts ‘enlarge’ and ‘taper’ on the level of human or robotic sensations
while the other similar knowledge representation languages are designed to
describe the logical relations among conceptual primitives represented by lexical
tokens. The language Lmd has already been implemented on several versions of the
intelligent system IMAGES (Interlingual understanding Model Aiming at General
purpose Systems) and there is a feedback loop between them for their mutual
refinement, unlike the other similar ones. For example, IMAGES-I is a
paraphrasing system which maps input English sentences into meaning
representations, evaluates their plausibility and finally synthesizes English
sentences from them. For another example, IMAGES-II is an extended version of
IMAGES-I which understands English discourses and answers questions.




Whereas IMAGES-I and II brought a fair success in natural language
understanding as mentioned above, the natural concepts that they could
understand were limited to those concerning the physical world but the mental
world because they were not provided with any human mind model. Therefore,
recently the author et al have proposed a multi-agent mind model where the
agents' performances are defined as mental image processing based on MIDST.
This mind model has been implemented on IMAGES-III and working for
understanding English texts of human mental performances such as “thinking',
“desiring', etc.

We have been applying the MIDST to automatic understanding of Japanese texts
as well as English ones. The most remarkable syntactic feature of the Japanese
language is that the words forming a sentence are not separated by blanks unlike
the case of English and, especially, it is always very crucial how to interpret
concatenated compound nouns appearing so frequently in Japanese texts.
Therefore, we have focused our efforts on this problem and developed a systematic
method for interpreting Japanese compound nouns and applied it successfully to
those appeared in clinical records of a hospital.

This thesis consists of two chapters as follows. Chapter I describes the multi-agent
mind model in correspondence with MIDST, its application to natural language
understanding and the experimental results. Chapter II details the systematic
algorithm for Japanese compound nouns and its application to the clinical records

with the experimental results.
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